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A B S T R A C T

In an IoT environment, which is characterized by a multitude of interconnected smart devices with sensing and computational capabilities, many applications are (i) content-based, that is, they are only interested in finding a given type of content rather than the location of data, and (ii) contextualized, that is, the content is generated and consumed in the proximity of the user. In this context, the Information-Centric Networking (ICN) paradigm is an appealing model for efficiently retrieving application data, and the service decentralization towards the network edge helps to reduce the core network load being the data produced by IoT devices mainly confined in the area where they are generated. MobCCN is an ICN-based data delivery protocol that we designed for operating efficiently in such context (Borgia et al., 2016, 2018), where static and mobile IoT devices are enriched with ICN functions. Specifically, MobCCN leverages an efficient routing and forwarding protocol, exploiting opportunistic contacts among IoT mobile devices, to fill the Forwarding Interest Base (FIB) tables so as to correctly forward Interest packets towards the intended data producers. In this paper, we aim to enhance the reliability of MobCCN by exploring different retransmissions mechanisms, such as retransmissions based on number of duplicate Intereststhat are received for the same requested content, periodic retransmissions, single path versus disjoint multi-path forwarding, hysteresis mechanism and combinations of them. Extensive simulation results show that, among the analysed MobCCN variants, the one that implements both periodic retransmissions and a hysteresis-based retransmission process ensure the highest delivery rates (up to 95%) and the shortest network path, with a very limited traffic overhead due to retransmissions.

© 2022 Elsevier B.V. All rights reserved.

1. Introduction

The Internet of Things (IoT) refers to the paradigm where a massive number of inter-connected devices with sensing and computational capabilities, uniquely addressable, forms a dynamic network to communicate with each other or with the Internet without human intervention [1]. IoT devices are extremely heterogeneous in terms of resource capabilities, lifespan and communication technologies. On the one end of the spectrum, there are static, tiny and battery-powered devices with limited computational and memory capabilities, which are embedded with sensors and actuators. These IoT devices are typically used to collect and exchange sensed data about the state of physical objects, processes and environments, and to react to this information by performing appropriate control actions. On the other end of the spectrum, the physical environment is also sprinkled with more powerful IoT devices, e.g., smartphones carried by mobile users, or vehicle-based sensing platforms, which can produce, collect, request, consumen data through context-aware applications. Previous research studies have proposed to leverage these less resource-constrained mobile devices to act as “data mules” so as to facilitate the collection and distribution to other nodes of the data generated by the tiny sensor nodes [2–4]. Recently, this architectural design has gained further popularity thanks to new 4G/5G capabilities, and in particular D2D communications and Proximity Services (ProSe), which provide the enabling mechanisms to discover other mobile devices in close proximity and to communicate with them directly [5,6]. Motivated by these considerations, we envision a scenario where at the edge of the network there are regions where IoT data is produced by local static IoT devices, and this data is collected and distributed to other devices in the overall area by leveraging an intermediate layer of mobile users’ devices, as shown in Fig. 1. Typical application scenarios for this framework can be identified in the smart-city context. For instance, localized information about discounts or coupon deals from nearest shops in a mall can be forwarded using D2D communications between users’ personal devices to the people walking in the area. Similarly, images captured by camera-based sensors that are installed in city hot spots can forwarded to the interested users without using expensive cellular communications. Note that these applications are typically delay tolerant and not critical, namely minimal latency
is not a critical factor. Furthermore, the intrinsic data redundancy (e.g., multiple cameras taking similar images of a scene) makes acceptable to lose some of the transmitted messages.

From the above discussion, it should be clear that this study specifically targets the emerging category of content-centric IoT applications rather than host-centric ones. In such type of applications, the goal of the communication process is to search for a specific content (mainly generated in the proximity of the user), and not to identify the location of the device that originated or currently stores that content. It is important to remind that the Information-Centric Networking (ICN) architecture [7] was originally proposed to support content-centric applications in the Internet, such as file sharing and media streaming. However, the ICN paradigm has been also proposed as an alternative networking architecture for IoT [8,9]. The basic ICN design principle is to adopt content naming, meaning that each content is assigned a unique and location-independent name. The content retrieval process then follows a receiver-driven approach, as content segments (or chunks) are exchanged using a request/response model. Additional appealing ICN features are in-networking caching, request aggregation, mobility support, and content security [7].

As the integration of ICN mechanisms into IoT environments has a strong potential to fulfill the requirements of content-centric IoT applications, in this work we investigate how to implement an ICN-based framework in the scenario illustrated in Fig. 1, to provide reliable and scalable IoT data collection and distribution by leveraging users’ mobile devices. In our previous work we have already proposed MobCCN, a routing and forwarding protocol that is compliant with ICN paradigms (namely CCN [10] and NDN [11]), and leverages D2D communications to allows users’ mobile devices to opportunistically exchanged data collected by nearby static IoT devices. To perform precise forwarding decisions, MobCCN exploits the concept of utility of a node towards a given content, i.e., a measurement of how frequently a node meets other nodes that store the requested content in their local caches. These utility values are exchanged during opportunistic contacts among mobile nodes, to create a dynamic gradient-based content-dissemination graph used to redirect content requests and retrieve the content efficiently. We presented the main idea of MobCCN in [12] and its performance in [13], where we have proved that, although additional signalling traffic is needed to build more efficient forwarding tables by computing and exchanging the utility value for each type of content available in the network, this approach ensures a more precise detection of either the relevant content producers or the nodes that cache the relevant content. This yields a remarkable reduction of total network traffic and cache usage when compared with an epidemic-based routing protocol with a small degradation of the delivery rate in most cases, and an increase of end-to-end delays.

The retransmission-based loss recovery mechanisms typically used by CCN, which are inherited in MobCCN, are known to be not very efficient in lossy or mobile networks [14]. The goal of this study is to shed some light on the performance improvements that could be achieved if more sophisticated retransmission mechanisms are used in MobCCN, and the consequent trade-offs between increased reliability (i.e., higher delivery rate), and delays or network traffic overheads. Specifically, the standard CCN retransmission scheme simply retransmits pending Interest packets periodically or when a duplicate one is received, using the reverse path traversed by the interest packet. In this work we explore alternative retransmission approaches. Specifically, we consider schemes that leverage path diversity (i.e., the packet loss processes are expected to operate independently for different paths) by sending retransmissions over a different path than the reverse path. Note that multi-path routing is also beneficial to distribute more evenly the traffic load due to retransmissions. In addition, we also investigate adaptive scheme to set up the periodic retransmission timer, which leverages utility hysteresis to control the retransmission frequency. We have integrated the proposed retransmission strategies into the MobCCN prototype, and evaluated the advantages and disadvantages of each of them under a variety of scenarios using the OMNet++ network simulator.1 Simulation results show that the hysteresis-based approach, called MobCCN_AH, achieves the best performance, with delivery rates in the range of [85–95%], about 15%–20% higher than the ones obtained by basic MobCCN, when sufficient bandwidth is available for the retransmissions. On the contrary, in bandwidth-limited scenarios the performance of the different retransmission policies tends to converge.

The rest of the paper is organized as follows. Section 2 overviews the most related research work. Section 3 briefly presents the basic MobCCN protocol. In Section 4 we describe the proposed retransmission strategies. Section 5 introduces the simulation setup. In Section 6 we present the comprehensive performance comparison. Finally, Section 7 draws the main conclusions of the paper.

2. Related work

In the recent years, an increasing number of research studies have been dedicated to investigate critical aspects and challenges for the integration of ICN mechanisms into IoT networks [15–18]. One line of research that is well investigated focuses on the problem of efficient data retrieval, which consists in specifying the routing and forwarding processes. Proactive link-state routing solutions, where nodes periodically exchange information to fill the forwarding tables, have been typically proposed for network scenarios with static nodes (see for example OSPFN [19] or NLSR [20]). On the contrary, routing protocols for ICN-IoT environments with mobile nodes are less investigated. DABBER [21], for instance, supports opportunistic communications. It relies on node context information such as availability and centrality of adjacent nodes, as well as of the availability of different data sources to drive forwarding of Interests. When an underlying routing protocol populating FIBs is missing, the forwarding plane acts as a reactive routing protocol by exploiting on-demand or controlled flooding to decide the best next-hop forwarder [22]. To further refine forwarding decisions, some solutions use the context of the requested content and the tolerance to inaccuracies in data defined for the application requesting it [23], or the network performance measurements [24], or a mix of context information and optimal selection of the forwarding times [25].
As an alternative to name-based flooding, location-based solutions that exploit the geographic coordinates of nodes are also investigated, primarily in the context of vehicular networks [26] and recently in IoT systems [27]. To improve the scalability of forwarding tables, solutions based on bloom filters are proposed in [28–30]. There exists also a class of routing protocols for ICN-IoT environments specifically designed for push-based traffic, such as that produced in case of alarms or status changes. These schemes allow data producers to distribute data to subscribed consumers even without explicit and continuous requests [31,32].

The mobility of nodes increases the complexity level of designing an efficient data retrieval. Mobile devices can be content consumers, or content producers, but they can also play the role of consumers and producers at the same time. Basically, ICN networks support consumer mobility by design. In contrast with IP-networks, where an update of the address information is needed each time a mobile node changes the network as happens in Mobile IP, the native mobility ICN support consists just in reissuing the content request for those lost contents. However, such solution is not always sufficient, especially in the IoT context, but more complex schemes are required such as rendezvous-based schemes [33], or synchronization of the subscription table during consumers’ movements [34]. On the contrary, providers’ mobility is more challenging because it is necessary to maintain track of the providers’ locations in order to guarantee the session maintenance. Among the several classes of proposed solutions, multi-path based schemes simultaneously transmit multiple copies of content requests to potential locations where the providers may move [35]. The use of caching also contributes to mitigate movements of both consumers [36] and producers [37], as well as improving system performance, especially in terms of experienced delay.

To the best of our knowledge, the design of reliability mechanisms to improve the robustness of an ICN-based data delivery process has not been sufficiently investigated. Most of the existing solutions assign the execution of the proposed reliability mechanisms to the consumers, which are in charge of simply reissuing Interest packets for those Data packets that were never received. Retransmissions are usually triggered by the application layer when a specific retransmission timeout (RTO) for a content expires. Almost all solutions focus exclusively on the estimation of such timeout, for example by including a mechanism similar to TCP EWMA, or by excluding any RTO updates in case of Data reception due to retransmissions [38,39], or estimating different timeout values for each content producer [40]. None of the aforementioned studies attempts to improve the retransmission mechanisms at the network level nor do they explore the effectiveness of retransmission mechanisms that are not based on timeouts, which is one of the main objectives of this work. In our previous paper [13] we had already proved that, when applying the standard retransmission mechanism adopted by the vanilla ICN, there are cases in which the delivery rate does not improve but only a traffic overhead increase is observed. An additional issue that we have also observed is the occurrence of network loops for Interest packets. Thus, further investigations are needed to improve the network-level retransmission mechanism in ICN systems. A recent and orthogonal direction is the use of network coding in ICN networks to increase the robustness to content delivery [41]. Some solutions are presented in [42,43]. However, both works assume communications over wired networks to which devices with multiple (wireless) interfaces try to access, therefore a very different environment with the one considered in this paper.

Finally, several prototypes of ICN-based solutions for IoT networks have been developed using software platforms and operating systems that were specifically designed for resource-constrained devices, such as CCN-lite [44], RIoT [45], and Coniki [46]. Large-scale real-world test-beds have been used to analyse the performances of these prototypes from different perspectives, such as resource (e.g., memory, cpu, energy) consumption [47,48], comparison between single-hop and multi-hop network topologies [47,49], and comparison of ICN-based architectures against IP-based ones [47,50]. However, most of these experimental studies consider only static network scenarios.

3. Background: the MobCCN protocol

For the sake of clarity, in this section we overview the general design principles and the basic mechanisms of MobCCN protocol. We refer to [12] and to [13] for a more detailed description.

As explained in Section 1, the design rationale of MobCCN is to use an ICN-based communication paradigm to build a data management layer that is made of mobile devices using D2D communications to exchange messages. This data management platform is then used to collect and distribute data generated by nearby sensor nodes and other mobile devices. MobCCN inherits all the basic mechanisms and concepts of ICN solutions, and in particular the ones of the CCN/NDN architecture. Specifically, in MobCCN, Interest packets are used to request contents, Data packets carry the requested contents, the Content Store (CS) is used for storing the content received by a node, the Pending Interest Table (PIT) takes note of Interest packets arrived at one node but not yet satisfied, and the Forwarding Interest Table (FIB) serves as the routing table of Interest packets, similarly to the packet routing table of a legacy Internet node. In MobCCN a data store, called DS, is used not only to maintain the data that is produced by the node itself, but also to store the contents that are retrieved by the sensor nodes that are encountered. The key concept behind MobCCN routing process is the utility value of a node p for a specific content i (U_p,i), which is a function of both
the frequency node $p$ encounters the node that generated content $i$ (direct utility component) and the frequency node $p$ encounters other nodes that have earlier “bumped” into that content, i.e., which have non-null utility towards content $i$ (indirect utility component). Formally, the direct utility of a node $p$ towards a content $i$ is defined as:

$$U_{p,i}^{(d)} = \frac{1}{ICT(p,i)}$$

(1)

where $ICT(p,i)$ is the inter-contact time between $p$ and any node that generated content $i$. The indirect utility is defined as:

$$U_{p,q,i}^{(ind)} = \frac{1}{ug_{p,q}} + ICT(p,q),$$

(2)

where $q$ is any node encountered by node $p$, which does not store the content $i$, $U_{q,i}$ is the current utility of node $q$ towards content $i$, and $ICT(p,q)$ is the inter-contact time between $p$ and $q$. Direct and indirect utilities are then merged together to provide the global utility value of the node $p$ for the content $i$ as follows:

$$U_{p,i} = \max_{j \in N_p} \left\{ U_{p,i}^{(d)}, U_{p,q,i}^{(ind)} \right\},$$

(3)

where $N_p$ is the set of nodes that $p$ met. The utility value $U_{p,i}$, computed and updated at each contact by exchanging Hello packets, is used to create a utility-gradient-based information-centric graph during the routing phase, and to forward the Interest packets during the forwarding phase.

MobCCN uses the non-permanent in-network caching policy of ICN, namely each node stores into its CS a copy of the content items it receives, but only for the amount of time that is necessary to serve all pending requests in the PIT. Therefore, in MobCCN a node does not announce a direct utility value for the contents that are added to its CS as they are only temporarily stored and the time they are maintained into the case is variable. In fact, using these copies of the content in the direct utility computation may lead to inconsistent routing decisions in other nodes. During the routing phase (see Fig. 2(a)) when two nodes meet, each of them broadcasts a Hello packet to advertise the utilities of the contents it knows, as well as the identifiers of the nodes with the highest utility values for those contents. Then, for each content $i$ advertised in the received Hello packet the tagged node $p$: (1) creates a temporary entry in the Current Neighbours Utilities (CNU) table for content $i$ by storing the utility received by the neighbour, (2) computes the new utility value using Eq. (1) or Eq. (2) depending on whether the encountered node is a producer or not for content $i$, and (3) creates a new (or updates the corresponding) entry in the FIB table for content $i$ by storing the interface (or “face”)3 from which the Hello packet came and the utility value computed earlier. In this way, the FIB table is populated with the information required to build a utility-gradient-based information-centric graph for all the contents available in the network.

During the forwarding phase (see Fig. 2(b)), when a node $p$ receives an Interest packet for the content $i$, first it checks if the requested content is stored locally in CS and, if the case, it forwards the Data packet to the node from which the request arrived. If the content is not stored in the CS, it generates or updates the corresponding PIT entry. These two operations are performed exactly as in the original CCN. However, unlike CCN, the utility-gradient-based information-centric graph created during the routing phase is used to forward the Interest packet. Specifically, node $p$ identifies the node with the highest utility towards content $i$, searching both its current neighbours and other

\footnotetext[2]{This entry is then removed upon the expiration of contact.}

\footnotetext[3]{As we adopted the same CCN terminology, we use node/face/interface interchangeably in the text.}

nodes from which it collected routing information in previous contacts. More precisely, MobCCN queries the CNU table to find the neighbour with the highest utility towards content $i$, and the FIB table to find the best candidate forwarders for that Interest packet. Only if the two nodes are the same, the Interest packet is forwarded immediately. Otherwise, the Interest packet is stored at node $p$, which repeats this selection procedure whenever the set of current neighbours changes. Forwarding the Interest packet following opportunistically the positive gradient ensures that the required content is discovered efficiently. Once the content is found, it is encapsulated in a Data packet and forwarded to the requester following the standard CCN mechanism that exploits the reverse-path established at each node.

4. MobCCN reliability enhancements

In the following we describe the retransmission mechanisms that we added to MobCCN in order to improve its reliability. Specifically, Section 4.1 describes the two mechanisms that leverage the number of received Interests to trigger the retransmission of a content, while Section 4.2 focuses on mechanisms based on timer expiration. It is worth noting that one of the two mechanisms of each category is inherited from the ones adopted by the vanilla CCN, and they are used as benchmarks for those that are proposed by this study, and which represent the original contribution of this paper. For the sake of presentation clarity, Fig. 3 shows a schematic classification of the retransmission mechanisms that we discuss in the following, where we mark our original contributions in bold.

4.1. Retransmission mechanisms based on the number of received requests

In the following sub-section we describe the two solutions that differ in the way they route the pending Interest packets.

4.1.1. Single-path mechanism

First of all, we analyse the standard retransmission mechanism adopted by the vanilla CCN in which a retransmission occurs according to the number of the Interest packets for the same content received by a node. Algorithm 1 describes the operations of this scheme executed when Interest packets arrive at one node. More specifically, if a node $p$ receives an Interest packet that it cannot satisfy (i.e., the content is not stored in the CS), it generates a PIT entry and forwards the Interest to the node with the highest utility for that content among those in FIB and CNU tables (line 10–21). If $p$ receives a second Interest packet...
Algorithm 1 MobCCN_R1: processing of Interest packets received by node p

Require: $E_p$  → Set of current neighbours of node p

1: $i \leftarrow \text{Interest}.iiname()$
2: if Data $\leftarrow \text{CS.Find}(i)$ then
3: \hspace{1em} return Data
4: end if
5: if PIT.Find(i) then
6: \hspace{1em} PIT.AddFace(i, q)
7: \hspace{1em} if PIT.numberOfFace(i) > RetX$\text{threshold}$ then \hspace{1em} old Interest, nevertheless propagated with R1
8: \hspace{1em} R(i, Interest)
9: \hspace{1em} end if
10: end if
11: else
12: PIT.CreateFace(i, q)
13: if FIB.Find(i) then
14: \hspace{1em} find the node j with the highest utility for content type i in FIB and CNU tables
15: \hspace{1em} if j $\in E_p$ then
16: \hspace{2em} forward Interest packet to node j
17: \hspace{2em} else
18: \hspace{3em} store Interest packet waiting for the next contact
19: \hspace{2em} end if
20: \hspace{1em} end if
21: \hspace{1em} else
22: \hspace{2em} drop Interest packet
23: \hspace{1em} end if
24: end if


Algorithm 2 MobCCN_R2: processing of Interest packets received by node p

Require: $E_p$  → Set of current neighbours of node p

1: $i \leftarrow \text{Interest}.iiname()$
2: if Data $\leftarrow \text{CS.Find}(i)$ then
3: \hspace{1em} return Data
4: end if
5: if PIT.Find(i) then
6: \hspace{1em} PIT.AddFace(i, q)
7: \hspace{1em} if PIT.numberOfFace(i) > RetX$\text{threshold}$ then \hspace{1em} old Interest, nevertheless propagated with R2
8: \hspace{1em} R2(i, Interest)
9: \hspace{1em} end if
10: end if
11: else
12: PIT.CreateFace(i, q)
13: if FIB.Find(i) then
14: \hspace{1em} find the node j with the highest utility for content type i in FIB and CNU tables
15: \hspace{1em} if j $\in E_p$ then
16: \hspace{2em} forward Interest packet to node j
17: \hspace{2em} else
18: \hspace{3em} store Interest packet waiting for the next contact
19: \hspace{2em} end if
20: \hspace{1em} end if
21: \hspace{1em} else
22: \hspace{2em} drop Interest packet
23: \hspace{1em} end if
24: end if


Algorithm 3 MobCCN_A: procedure at node p at the expiration of the ageing timeout $\tau_{\text{ager}}$

Require: $E_p$  → Set of current neighbours of node p

1: for each e $\in \text{PIT}$ do
2: \hspace{1em} if not PIT.Expired(e) then
3: \hspace{2em} i $\leftarrow$ PIT.iiname(e)
4: \hspace{2em} if FIB.Find(i) then
5: \hspace{3em} find the node j with the highest utility for content type i in FIB and CNU tables
6: \hspace{3em} if j $\in E_p$ then
7: \hspace{4em} forward Interest packet to node j
8: \hspace{3em} else
9: \hspace{4em} wait for the next contact
10: \hspace{3em} end if
11: \hspace{2em} end if
12: \hspace{2em} else
13: \hspace{3em} drop Interest packet
14: \hspace{2em} end if
15: \hspace{1em} end if
16: \hspace{1em} else
17: \hspace{2em} PIT.remove(e)
18: \hspace{2em} end if
19: end for

for the same content $i$ of which the corresponding Data message is still missing, it adds the incoming "face" to the corresponding PIT entry (line 6). If the number of received Interests for the same content exceeds a certain retransmission threshold (i.e., RetX$_{\text{threshold}}$ at line 7), p retransmits the first received Interest towards the node with the highest utility for that content (line 23–34). It is important to observe that if the selected forwarder is not currently in proximity of node p (i.e., the forwarder is not a neighbour of node p), the retransmission is delayed till the next contact. Intuitively, if the RetX$_{\text{threshold}}$ is set equal to 0 then each duplicate reception of an Interest packet triggers a retransmission. Obviously, the smaller the RetX$_{\text{threshold}}$ and the higher the retransmission traffic that is generated. Nevertheless, we expect that a trade-off exists between the additional network congestion caused by the transmitted packets and the gain in number of data requests that can be successfully satisfied. In the rest of the paper, we refer to this solution as "MobCCN_R1".

4.1.2. Multi-path mechanism

We introduce a protocol variant that adopts the same rule of MobCCN_R1 to trigger a packet retransmission (i.e., the number of duplicated Interest packets goes above a defined threshold), but also leverages path diversity when retransmitting Interests. The idea here is that, instead of using the same path to retransmit Interests, the node explores a second path to find the content. To achieve this, the Interest to be retransmitted is sent to the second best forwarder. The protocol works as follows (see Algorithm 2). As before, if multiple Interest packets for the same content arrive at one node, the node forwards only the first Interest to the node with the highest utility it knows (line 11–21), storing all the other "faces" in the corresponding PIT entry (line 6). However, if a retransmission event is triggered (line 7), the node retransmits the first Interest packet it has received to the second best forwarder, i.e., to the node with the second highest utility it knows (line 23–34). In this way, a second path is explored, hopefully increasing the probability of finding the content. What we expect to obtain with this retransmission approach is an improvement of the delivery rate but at the cost of a higher end-to-end delay and hop count due to the presence of non-optimal paths. In the following, we call this alternative solution "MobCCN_R2".
4.2. Retransmission mechanisms based on timeout expiration

In the following sub-section we describe the two solutions based on periodic retransmission of the pending Interest packets.

4.2.1. Ageing mechanism

The rationale behind this standard retransmission mechanism of the vanilla CCN that is adopted by MobCCN is to activate the retransmission mechanism according to the expiration of a specified timeout parameter. Basically, this version behaves in the same way of the MobCCN_basic for what concerns the processing of Interest packets received by nodes as depicted in Fig. 2(b), but the retransmission of pending Interests is executed periodically (see Algorithm 3). Specifically, whenever the ageing timeout \( T_{\text{ageing}} \) expires, each node \( p \) checks its PIT table looking for still valid entries that can also be retransmitted (line 2). For those entries matching the above criteria, the retransmission of the Interest packet towards the node with highest utility occurs (line 3–14). Because of the timeout, the network has time to possibly reconfigure, and thus improve the accuracy of the ranking of forwarders towards the requested content. If there are old Interests, the corresponding entries are deleted from the PIT so as not become stale and be held indefinitely (line 16). What we want to assess here is the potential benefit of a periodic retransmission on protocol performance. Obviously, an increase of the traffic sent with respect to the MobCCN_basic is expected, but this can be limited by tuning conveniently the ageing timeout. This solution is referred as “MobCCN_A”.

4.2.2. Ageing and hysteresis mechanisms

In this further version we use a combination of ageing and hysteresis mechanisms. Specifically, we enrich MobCCN_A with a hysteresis mechanism aimed at improving the selection of the node to which to forward the Interest packets. Indeed, the encountered node is used as forwarded only if it improves by at least a threshold, called \( Hyst \) value, the utility value of the node \( p \) of forwarding the Interest to the newly encountered node. Algorithms 4 and 5 provide the description of the steps executed by node \( p \) at the reception of an Interest packet and at the expiration of the ageing timeout, respectively. As it is apparent, the differences consist only in the condition that has to be satisfied for the transmission/retransmission of an Interest packet. Taking Algorithm 4 as example, first the node \( j \) with the highest utility value in FIB and CNU is identified. If \( j \) is a neighbour of \( p \), and the difference between the utility values of node \( j \) and node \( p \) is not less than a given threshold \( \text{Hyst} \) (determined by the hysteresis parameter), node \( p \) forwards the Interest packet to the encountered node \( j \) (lines 13–16), otherwise the Interest packet is stored waiting for the next contact (lines 17–18). The same condition holds at lines 10–18 of Algorithm 5. The idea here is to verify if using a more conservative forwarding strategy improves the protocol performance. Postponing the Interest forwarding until a node whose utility value is significantly greater is found, is expected to guarantee a faster Interest convergence towards the content provider with a consequent decrease in paths length. In the rest of the paper this solution is referred to as “MobCCN_AH”.

Algorithm 4 MobCCN_AH: processing of Interest packets received by node \( p \)

<table>
<thead>
<tr>
<th>Require: ( E_p )</th>
<th>( \triangleright ) Set of current neighbours of node ( p )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: ( i \leftarrow \text{Interest}_i \text{.name}() )</td>
<td></td>
</tr>
<tr>
<td>2: if Data ( \sim CS ).Find(i) then</td>
<td></td>
</tr>
<tr>
<td>3: ( \text{return Data} )</td>
<td></td>
</tr>
<tr>
<td>4: end if</td>
<td></td>
</tr>
<tr>
<td>5: if ( \text{FIB}.\text{Find}(i) ) then</td>
<td></td>
</tr>
<tr>
<td>6: ( \text{PIT}.\text{AddFace}(i,q) )</td>
<td></td>
</tr>
<tr>
<td>7: else</td>
<td></td>
</tr>
<tr>
<td>8: ( \text{PIT}.\text{CreateFace}(i,q) )</td>
<td></td>
</tr>
<tr>
<td>9: if ( \text{FIB}.\text{Find}(i) ) then</td>
<td></td>
</tr>
<tr>
<td>10: find the node ( j ) with the highest utility for content type ( i ) in FIB and CNU tables</td>
<td></td>
</tr>
<tr>
<td>11: if ( j \in E_p ) and ( U_{ij} &gt; U_{0,j} + (1 + \text{Hyst}/100) ) then</td>
<td></td>
</tr>
<tr>
<td>12: forward Interest packet to node ( j )</td>
<td></td>
</tr>
<tr>
<td>13: else</td>
<td></td>
</tr>
<tr>
<td>14: store Interest packet waiting for the next contact</td>
<td></td>
</tr>
<tr>
<td>15: end if</td>
<td></td>
</tr>
<tr>
<td>16: end if</td>
<td></td>
</tr>
<tr>
<td>17: ( \text{else} )</td>
<td></td>
</tr>
<tr>
<td>18: drop Interest packet</td>
<td></td>
</tr>
<tr>
<td>19: end if</td>
<td></td>
</tr>
<tr>
<td>20: end if</td>
<td></td>
</tr>
</tbody>
</table>

Algorithm 5 MobCCN_AH: procedure at node \( p \) at the expiration of the ageing timeout \( T_{\text{ageing}} \)

<table>
<thead>
<tr>
<th>Require: ( E_p )</th>
<th>( \triangleright ) Set of current neighbours of node ( p )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: for each ( e \in \text{PIT} ) do</td>
<td></td>
</tr>
<tr>
<td>2: if not ( \text{PIT}.\text{Expired}(e) ) then</td>
<td></td>
</tr>
<tr>
<td>3: ( i \leftarrow \text{PIT}.\text{Name}(e) )</td>
<td></td>
</tr>
<tr>
<td>4: if ( \text{FIB}.\text{Find}(i) ) then</td>
<td></td>
</tr>
<tr>
<td>5: find the node ( j ) with the highest utility for content type ( i ) in FIB and CNU tables</td>
<td></td>
</tr>
<tr>
<td>6: if ( j \in E_p ) and ( U_{ij} &gt; U_{0,j} + (1 + \text{Hyst}/100) ) then</td>
<td></td>
</tr>
<tr>
<td>7: forward Interest packet to node ( j )</td>
<td></td>
</tr>
<tr>
<td>8: else</td>
<td></td>
</tr>
<tr>
<td>9: store Interest packet waiting for the next contact</td>
<td></td>
</tr>
<tr>
<td>10: end if</td>
<td></td>
</tr>
<tr>
<td>11: end if</td>
<td></td>
</tr>
<tr>
<td>12: ( \text{else} )</td>
<td></td>
</tr>
<tr>
<td>13: drop Interest packet</td>
<td></td>
</tr>
<tr>
<td>14: end if</td>
<td></td>
</tr>
<tr>
<td>15: ( \text{else} )</td>
<td></td>
</tr>
<tr>
<td>16: drop Interest packet</td>
<td></td>
</tr>
<tr>
<td>17: ( \text{PIT}.\text{remove}(e) )</td>
<td></td>
</tr>
<tr>
<td>18: ( \text{end if} )</td>
<td></td>
</tr>
<tr>
<td>19: end for</td>
<td></td>
</tr>
</tbody>
</table>

5. Simulation setup

To evaluate the performance of the proposed retransmission mechanisms, we extended the prototype of the MobCCN protocol described in [12] with the enhancements described in Section 4. We remind that MobCCN was implemented as an extension of CCN-lite [44], a lightweight open source CCN implementation supporting various hardware/software platforms, including the OMNet++ simulator.

In the simulated environment, we investigate a basic scenario composed of 60 nodes randomly located in a square area of 1000 m \( \times \) 1000 m. We assume that a short-range wireless communication technology is used to opportunistically establish D2D links between nearby users’ devices. This leads to a sparse network scenario with potentially short connection times, which is a challenging condition for any opportunistic data dissemination protocol (for details on simulation settings see Table 1). If not otherwise stated we assume that the users move with an average speed of 1.5 m/s (a typical walking speed) according to the Home-cell Community-based Mobility Model (HCMM), HCMM is a popular human mobility model [51] able to reproduce realistic mobility patterns between the individuals of different social communities, as well as the opportunistic contacts of their personal devices. It is important to point out that we do not simulate the exact positions of nodes, but only the communication events between pairs of adjacent nodes using the starting and ending time instants of their opportunistic contacts. In addition, we do not simulate the communications between the static IoT devices and the users’ mobile devices, but we consider as initial system state the time when mobile devices have already collected all the available contents from the IoT devices that are present in the area. In other words, we assume that when a requester issues
an Interest packet for a specific content, that content is already stored in one of the available mobile devices. The direct utility of these nodes that initially store the content is set up to a randomly high value. Finally, we assume that a single copy of that content exists in the network when a request for that content is generated.\footnote{This is equivalent to assume that the IoT devices cancel the content when it is delivered to one of the available users’ devices.} If not otherwise stated, in the following simulations mobile nodes are grouped into three separate communities, and each individual belongs to a single community and move within it. However, there is a small subset of nodes, called “travellers”, which can sporadically visit external communities and allow the dissemination of contents between communities. Without loss of generality, in our study we assume that each community has a single traveller node. This setup represents, for example, users moving in a specific (social) environment, such as their working place, and sometimes moving in other contexts, as a side effect of “external” social relationships. A schematic representation of the resulting network is shown in Fig.4.

Regarding the traffic patterns, each content producer manages 4 content types, each composed of 5 different chunks, thus storing 20 contents in total, while each content consumer asks for 40 different contents. Among these 40 requests, half of them targets contents that are produced by nodes belonging to the same community of the requester, while the remaining 20 requests are uniformly distributed among the contents produced by the other two external communities. Content requests are generated after a warm-up period and terminate before the simulation end to reduce the probability that packet losses occur because the simulation ends before the data dissemination process is concluded. Content requests are generated following an exponential distribution of inter-request times with parameter $\lambda = 1/900$, which corresponds to a content request every 15 min, on average.

As anticipated, in Section 6 we compare all the MobCCN retransmission mechanisms with benchmarks under different scenarios and working hypothesis. It is useful to remark that the low speed and the size of the simulated area yields to long inter-contact times, which leads to long data dissemination delays. However, delays will scale down in denser network scenarios and/or higher mobility speeds would be considered.

5.1. Performance metrics

The performance comparison is based on the following network-related performance metrics:

- Delivery rate: percentage of Data packets successfully received at the consumers. In scenarios where we assume an infinite bandwidth during contacts among nodes,\footnote{This is customary in the opportunistic networking literature.} the only cause of unsuccessful Data delivery is ascribed to the failure of MobCCN in delivering Data packets to consumers before the end of the simulation;
- End-to-end latency: time interval between the generation of the Interest packets and the successful reception of the corresponding Data packets (this metric is computed only for those Data packets which have been correctly received by consumers);
- Hop count: number of nodes through which Data packets pass in their path from producers to consumers\footnote{As Data packets follow the reverse path of their corresponding Interest packets, the hop count also represents the number of hops of Interest packets.};
- Total traffic: the total amount of traffic generated by all the nodes. This includes the forwarding traffic composed by Interest and Data packets, and the control traffic due to routing when present.

To better highlight the impact of mobility on system performance, we also measure delivery rate, end-to-end delay and hop count at the “community level”. Specifically, for the aforementioned metrics we measure two different components: (i) a “local” one, which refers to the metric result achieved for the requests of contents that are produced by nodes within the same community of the requester, and (ii) an “external” one, which is related to the metric result obtained for the requests of contents held by nodes outside the requester’s community.

To quantify the impact of retransmission traffic we introduce the following metrics:

- Retransmission per Interest: number of retransmitted Interests per generated requests, which measures the average amount of retransmissions ($I_{rTX}$) for each Interest generated by a consumer ($I_{gen}$). It is given by:

$$RPI = \frac{I_{rTX}}{I_{gen}}. \quad (4)$$

- Retransmission per Data: number of retransmitted Interests per received content, which measures the average amount of retransmissions needed to successfully receive a Data packet at the consumer. It is given by:

$$RPD = \frac{I_{rTX}}{D_{rc}}. \quad (5)$$

\begin{table}[h]
\centering
\caption{Simulation settings for the basic scenario.} \label{tab:settings}
\begin{tabular}{ll}
\hline
\textbf{Mobility parameters} & \\
Area & $1 \text{ km} \times 1 \text{ km}$ \\
Mobile nodes & 60 \\
Mobile communities & 3 \\
Travellers & 3 \\
Communication range & 10 m \\
Mobility model & HCCM [51] \\
avg. speed & $\omega(1, 1.86)$ m/s \\
\hline
\textbf{Traffic parameters} & \\
Producers & 6 \\
Consumers & 12, 24 \\
Content types per producer & 4 \\
Chunks per content type per producer & 5 \\
Requests per consumers & 40 \\
Distribution req. times & exponential ($\lambda = 1/900$) \\
Simulation time & 36 h \\
req. start time & 11 h \\
req. end time & 22 h \\
\hline
\end{tabular}
\end{table}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{network_overview.png}
\caption{Network overview.}
\end{figure}
Note that $D_{re}$ can be lower than $I_{gen}$ due to a delivery rate lower than one.

Each simulation is replicated 10 times and the performance results are averaged over all the replicas. In the following, average values are shown with 95% confidence interval.

5.2. Benchmarking protocols

We compare MobCCN and its variants with two benchmarks based on the well-known Epidemic routing protocol for opportunistic networks [52]. The first benchmark is the classical Epidemic scheme that works by flooding both Interest and Data packets in the network, i.e., each time two nodes encounter they exchange all their Interest and Data packets. Intuitively, under the simplifying hypothesis of infinite bandwidth and unlimited cache size at the nodes, this protocol provides the shortest and minimum-delay path from a source to a destination, representing an upper bound in terms of delivery rate, and a lower bound in terms of end-to-end latency and hop count. Its major drawback is the high cost in terms of network overhead due to the uncontrolled packet flooding. Including Epidemic in the comparison allows us to understand how much our proposed solutions deviate from the optimal one in terms of delivery rate, end-to-end latency and hop count, and how much they gain in terms of network traffic. In the rest of the paper we refer to it as “Ideal Epidemic”.

The second benchmark is a copy-limited version of Epidemic, which works as follows. Whenever an intermediate node receives an Interest packet, it checks if the Interest packet has been already forwarded. If this is the case, it simply drops the packet, otherwise it forwards it with a probability $r$ (in our experiment we set $r$ to 0.5). Data packets are then routed back to those nodes who requested them exploiting the reverse-paths, as happens for MobCCN. As apparent, this version of Epidemic protocol drastically limits the number of Interest and Data packets that are flooded in the network at the cost of a reduced delivery rate and an increased end-to-end latency and hop count. Including this protocol in the comparison allows to investigate which are pros and cons of the utility-based protocols compared to the flooding-based ones. In the rest of the paper we refer to it as “Limited Epidemic”.

6. Performance analysis

In this section we compare the performance of the different retransmission mechanisms described in Section 4 against the two benchmark protocols described in Section 5.2, namely Ideal Epidemic and Limited Epidemic.

Before that, we briefly summarize the sensitivity analysis we conducted to fine-tune the protocol parameters. The interest readers may refer to [53] for the complete analysis. In the retransmission mechanisms based on the number of received requests, namely MobCCN_R1 and MobCCN_R2, the parameter that triggers the retransmission of duplicate Interest packets is the retransmission threshold $\text{ReTX}_{\text{threshold}}$. Our results show that different $\text{ReTX}_{\text{threshold}}$ values have a small impact on the system performance. We have also noted that there is a small increase of the delivery rate when each duplicate reception of an Interest packet triggers a retransmission, hereafter referred to “0” setting, while the other performance metrics remain almost unchanged. As far as MobCCN_A is concerned, we observed significant difference for the delivery rate (up to 10 percentage points) when varying the parameter that regulates the periodic retransmission of pending Interest packets. It is clear that a sub-optimal setting of the ageing parameter results into a worse protocol performance.

In our scenario the best configuration is $T_{\text{aging}} = 40,000$. Concerning the parameters specific to MobCCN_AH, i.e., the hysteresis percentage $\text{Hyst}$, we observed that the delivery rate initially increases, reaches a peak value and, then, start decreasing (see Fig. 5). The maximum delivery rate is achieved with a hysteresis percentage equal to 55%. This means that the strategy of delaying the retransmission of the pending Interests is beneficial, but up to a certain extent. The delivery rate gain is up to 5% in such cases. On the contrary, postponing too much the forwarding in order to find a node whose utility is significantly higher is counterproductive. For instance, waiting for a node whose utility is two times higher leads to lower delivery rates, even lower than what is obtained with MobCCN_A (first column). This can be explained by observing the distribution of utility percentage differences between encountered nodes in Fig. 6, where it is shown that the majority of nodes have utility at most one time higher, while most of the distribution lies within the range $[-50\%, 30\%]$. Thus, setting the hysteresis threshold to a high value may have the negative effect of introducing an excessive delay before triggering a retransmission of an Interest packet.

In the rest of the section we compare the performance of all the MobCCN variants against the two benchmarks taking into account the above results. Specifically, each MobCCN variant is
simulated using the best configuration for its protocol parameter(s) that is obtained when the delivery rate is maximized.

Table 2 summarizes the setting used.

We split the evaluation into five parts. In Section 6.1 we focus on the basic scenario, whose parameter settings are depicted in Table 1. Here, we first focus on the aggregate behaviours of the protocols by analysing the metrics at the network-level. Then, we increase the detail of the analysis by investigating what happens at the community level. To investigate the protocols performance under different traffic patterns, in Section 6.2 we change the number of consumers requesting content (i.e., increase of traffic load), while in Section 6.3 we analyse a scenario where there is an overlapping between content requests of different consumers (i.e., increase of content reuse). In Section 6.4 we show more detailed results on the amount and distribution of retransmission traffic generated by the MobCCN retransmission mechanisms.

It is important to point out that the results in Sections 6.1–6.4 are obtained under the simplified hypothesis of infinite communication bandwidth, as we wanted to measure the number of failed content requests due to protocol inefficiency and mobility patterns without the effect of bandwidth bottlenecks. In Section 6.5 we relax such assumption and we also investigate the system performance under limited network bandwidth.

6.1. Basic scenario

6.1.1. Network-level performance

Figs. 7 illustrates the obtained results for all the performance metrics at the network level in the basic scenario. Looking at the delivery rate (see Fig. 7a), Ideal Epidemic achieves the best performance with a delivery rate equal to 100%, as expected. By contrast, Limited Epidemic results to be the worst scheme with a delivery rate below 10%. The main reason for such a low performance is the probabilistic strategy used for forwarding Interest packets, which can lead to useless transmissions of the same Interest packet. Conversely, in the same conditions, MobCCN significantly outperforms Limited Epidemic with delivery rates higher than 70%, thus confirming that the use of the utilities provides a more efficient way of searching for requested content. As far as the MobCCN variants, we observe the following delivery rate for the “4 cons/comm” configuration: 75% for MobCCN_R1, 74% for MobCCN_R2, 79% for MobCCN_A, and 82% for MobCCN_AH. The figure clearly highlights that transmission reliability greatly improves with retransmissions, resulting in an increase of delivery rates. However, such advantages are marginal if the retransmission strategy relies only on the number of the received requests. This is independent of the type of paths followed, either be they optimal as in MobCCN_R1 or sub-optimal as in MobCCN_R2. Indeed in such cases, since the retransmissions follow the packet arrival rate, they occur close together in time (within two hours from each other). As consequence, the utility values of the possible forwarders that can be used to find a requested content change little. This means that, in case of MobCCN_R1, the forwarder with the highest utility towards a specific content is likely to remain the same node of the first transmission. As far as MobCCN_R2, a different node is picked at least at the first hop, as the second highest utility is used. But, in general, the paths used by retransmitted packets are mostly overlaid with those used in the first transmission. On the contrary, advantages are more significant if the retransmission is executed on a periodic basis, as the delivery gains are in the range of 10%–15%. This is due to the fact that, in this second case, as retransmissions occur after longer times, the network reorganizes itself and the nodes identify new best forwarders. Therefore, retransmissions explore new paths, separated from those used in the first transmission. It is worth pointing out that, among the two periodic-based protocols, MobCCN_AH reaches better performance. The hysteresis mechanism indeed ensures that the nodes look for the nodes to which to forward/retransmit their requests more carefully, forwarding them only when there is a significant advantage in terms of utility. Another observation is related to the increase of the delivery rate when the number of consumers grows from four to eight. The more the consumers, and the more the number of content requests to satisfy, the higher is also the probability that requests are partially overlapped. Therefore, one retransmission may satisfy more requests at the same time due to the aggregation mechanism of Interest packets used in the PIT. Again, MobCCN_AH outperforms the other MobCCN versions.

Average e2e latencies are depicted in Fig. 7b. Also in this case, Ideal Epidemic outperforms all the other protocols experiencing very low delays. This is expected as, in order to find the requested contents, it spreads the Interests on all the nodes encountered. Low delays are also experienced by Limited Epidemic, but this depends mainly on two factors: (i) this average is computed from a low number of successfully received Data packets, and (ii) those Data packets mainly refer to contents belonging to the local consumers’ communities and thus experience shorter latencies. This aspect will be further examined in the next section. As far as MobCCN and its variants, e2e latencies are in the range of [4.7–5.3] h in the “4 cons/comm” configuration and in the range of [4.55–5.86] h in the “8 cons/comm” configuration. Concerning the two periodic-based protocols, we observe that MobCCN_A has the largest average latency to retrieve the contents, while MobCCN_AH performs better with a latency only a bit higher than MobCCN_basic. Also in this case, we observe that the hysteresis mechanism helps in improving the performance lowering the end-to-end latencies.

In Fig. 7c the average hop count is reported. As far as this metric, the graph highlights an important MobCCN_AH feature. On the one hand, it outperforms all the other MobCCN versions by cutting the paths length by half. On the other hand, its performance is almost equivalent to that of Ideal Epidemic, with about 2.5 hops on average. This is an important result that highlights
the ability of MobCCN_AH to achieve excellent delivery rates with low resource consumption, in contrast to Ideal Epidemic that, on the contrary, needs to replicate packets over the network, hence wasting useful resources.

Fig. 7d shows the total traffic for all the protocols. We recall here that the total traffic metric includes all the traffic generated by all the nodes, thus for the MobCCN versions this includes not only the Interest and Data packets as in Ideal Epidemic or Limited Epidemic, but also the control traffic due to the routing protocol. As shown by the figure, Ideal Epidemic has the largest total traffic which can be as high as 230 MB, followed by all the MobCCN versions with less than 50 MB, and by the Limited Epidemic, whose traffic is almost negligible. The MobCCN versions therefore perform very well, significantly reducing network traffic compared to Ideal Epidemic, with a 78% traffic cut. Obviously, they produce more traffic over the network than Limited Epidemic, mainly due to the routing information that needs to be sent in order to populate FIB tables, but it is a fair compromise that permits to obtain good delivery rates (see Fig. 7a).

Finally, to investigate more in depth the impact of the retransmission mechanisms on the protocol overheads, Fig. 8 shows the number of Interest packets and Data packets that are produced by each MobCCN variant. We note that MobCCN_basic sends the lowest number of Interests, followed by MobCCN_R1 and MobCCN_R2 with similar aggregate number of forwarding traffic, and then by MobCCN_AH with a 18% increase compared to MobCCN_basic. On the contrary, MobCCN_A has the worst performance by doubling the number of Interests with respect to the other MobCCN versions. On the contrary, the behaviour of Data packets is different. In this case, MobCCN_A still shows the worst performance but the difference with the other protocols is less remarkable. MobCCN_AH achieves the better performance reducing the number of Data sent by 17% with respect to MobCCN. Reducing the number of Data packets as done by MobCCN_AH is very useful, and such advantage grows as the data transmitted increases. This essentially happens for two reasons. First, since the size of a Data packet is on average much greater than the one of Interest packets, as it consists of a few bytes mainly related to the identification string of the content to search, the Data component plays a key role compared to the Interest one. Thus, a reduction of the number of transmitted Data packets corresponds to a significant decrease in the amount of forwarding traffic sent compared to other protocols. Second, as soon as the data traffic intensifies, the forwarding component becomes predominant over the routing one. There is therefore a consequent reduction of the overhead necessary to guarantee the correct population of the FIB tables, and more generally of the total traffic sent.

6.1.2. Community-level performance

In this section we focus on the protocols performance at the community level, that is, as described in Section 5.1, we split the performance indexes in two components according to the membership of the requested contents, be they local or external, and we analyse them separately. We recall here that every consumer makes 40 content requests such that 20 are related to contents inside its own community and the remaining 20 are uniformly distributed among the other two external communities.

Fig. 9 shows the two separated delivery rate components: the local one in Fig. 9a, and the external one in Fig. 9b. As highlighted by the figure on the left, Limited Epidemic has the lowest performance, with delivery rates of 22% and 13% in the “4 cons/comm” and “8 cons/comm” configuration, respectively. This is due to the fact that in Limited Epidemic nodes are all equivalent and the search of the forwarder to which to send the request is random. On the contrary, the delivery rate performance rises significantly when MobCCN and its variants are used because here nodes have different utility weights. MobCCN alone (i.e., MobCCN_basic) reaches values above 95% in both configurations, confirming that the utility mechanism is a successful strategy. Also, when retransmission mechanisms are running, the protocol reliability further increases, with MobCCN_AH that reaches a 100% delivery rate retrieving all the contents belonging to the local community of consumers, equal to Ideal Epidemic. Similar considerations can be drawn for the external component of the delivery rate as depicted by Fig. 9b, although the numbers involved are lower. The unique value that remains unchanged is the one related to Ideal Epidemic, which is able to deliver successfully all the contents requested by nodes in external communities. By contrast, Limited Epidemic’s performance drops further with only one satisfied request, on average. Concerning the other protocols, we observe that at least 50% of the external content requests are satisfied with MobCCN and its variants. In addition, this figure clearly highlights that the retransmission mechanisms introduced, although useful for performance, affect differently the delivery rate. Specifically, compared to MobCCN_basic, MobCCN_R1 and MobCCN_R2 increase the delivery rate by a few percentage points only. On the contrary, the delivery gain obtained with MobCCN_A and MobCCN_AH is higher, in the order of [12–30] percentage points. Further observations can be then derived for each retransmission scheme. First, MobCCN_R1 performs slightly better than MobCCN_R2 that is, retransmitting over the same best path guarantees higher performance with respect to exploiting multipaths that pass through non-optimal forwards, as happen in MobCCN_R2. Second, MobCCN_AH has the best performance with delivery rates equal to 64% and 74% in the “4 cons/comm” and “8 cons/comm” configuration, respectively. This result indicates that combining a periodic retransmission based on a large retransmission timeout and a hysteresis mechanism significantly
increases the transmissions reliability, especially for those contents belonging to external communities. In this scenario, indeed, it is essential to detect those nodes that can contribute the most to the content dissemination process, that is, the travellers, which are the only mobile devices able to retrieve external contents as they commute among communities. As shown in Fig. 10, the travellers have utility values towards contents of external communities much higher than the corresponding utilities of nodes inside the local community (of about 50%). By measuring the utility difference among the nodes in contact, as performed by the hysteresis condition, MobCCN_AH is able to establish whether or not the encountered node is a traveller. When the utility difference is minimal, the node in contact is a common node. On the contrary, when this difference becomes significant and higher than the hysteresis value, the node in contact is a traveller. The latter is then chosen by the forwarding process and exploited to retrieve the desired external contents.

Fig. 11 shows the two end-to-end latency components. For what concerns the local component, Ideal Epidemic introduces the smallest average time to satisfy the data requests, followed by MobCCN_AH with one hour on average, and then by all the other protocols. When the number of Interest requests increases, the network load becomes higher, however the latency delays show no significant change. Note also that MobCCN_AH halves the latency with respect to MobCCN_A, highlighting once again its advantages. For what concerns the external components, Ideal Epidemic, by replicating interests on every encountered node, experiences very low latencies also to retrieve external contents. On the contrary, all the MobCCN variants have similar performance but experiencing higher delays. Also in this case, MobCCN_AH slightly lowers the delays with respect to MobCCN_A. Limited Epidemic latency is statistically insignificant as it refers to a single sample (the external delivery rate is near 0, as shown by Fig. 9b).

Finally, in Fig. 12 the two components of the hop count metric are depicted. Both components show a similar behaviour, both when retrieving local contents and external contents. Obviously, the paths used to retrieve local contents are shorter than those for retrieving external contents. Overall, the group of protocols with the shortest paths length is composed by MobCCN_AH and Ideal Epidemic, followed by the group composed of the remaining MobCCN protocols (i.e., MobCCN_basic, MobCCN_R1, MobCCN_R2 and MobCCN_A) that achieve similar performance. Finally, Limited Epidemic has the worst performance using the longest paths (note that also here the foreign component is insignificant as it refers to a single sample). This figure highlights the ability of MobCCN_AH to halve the paths length compared to all the other MobCCN solutions, getting closer to the minimum paths detected by Ideal Epidemic, all this by lowering significantly the overall network traffic. Therefore, postponing the transmission in order to find the optimal forwarder avoids the unpleasant ping-pong situations among nodes, and allows to exactly identify those nodes useful for a successful Data recovery, such as for example the travellers for retrieving external contents. As a result, paths are shorter and resources consumption is reduced.

Also this community-level analysis confirms that a smart retransmission mechanism helps in improving the MobCCN performance. Specifically, we observe that MobCCN_AH, with its combination of periodic-based retransmission and hysteresis mechanism, is able to achieve good performance results getting very close to the Ideal Epidemic performance for satisfying requests of local contents. Moreover, it achieves the best performance with respect to the remaining MobCCN variants when retrieving contents of external communities. This is also a good result given that the contacts between the communities, consisting of the travellers movements only, are very limited since there is only 1 traveller per community.

6.2. Impact of network load

Fig. 13 illustrates the performance of the considered protocols at the network level when varying the network load. Specifically, we increase the number of consumers generating Interests from 4 up to 16 consumers per community.

Looking at Fig. 13a, we observe that in general the periodic retransmission approach continues to perform better than the retransmission approach based on the number of received requests also when the traffic load increases, with an average gain
in the range of [10–15]% Again, MobCCN_AH achieves higher performance than the MobCCN_A counterpart, hence confirming its efficiency in the different network conditions we tested. Fig. 13b shows that MobCCN_A experiences higher end-to-end latencies with respect to the rest of MobCCN variants, which are, on the contrary, almost aligned around 5 h. MobCCN_basic latencies are lower but this is essentially due to a lower number of received contents. As far as the hop count metric (see Fig. 13c), we observe that MobCCN_AH significantly reduces the path lengths with respect to the other MobCCN retransmission schemes, with a reduction of around 33%. In Fig. 13d we observe that the total traffic for all the MobCCN versions is basically the same and stabilized around less than 50MB. When increasing the number of consumers, we also note a slight rise of the traffic, which is basically due to the higher number of Interests generated. On the contrary, Ideal Epidemic exhibits a decreasing trend. The same behaviour is apparent also for the other performance metrics. Sincethereareoverlappingrequests,theyspreadevenfasterwiththegrowingnumberofconsumers. This is a consequence of how Interests are replicated at nodes. Indeed, in Ideal Epidemic, a node floods Interests to all the nodes it is in contact with. Therefore, the greater is the number of the requests for the same content, the higher is the speed with which that Interest is spread in the network. As a result, in Ideal Epidemic contents are retrieved faster, cross fewer hops, and the network traffic is slightly reduced.

As far as the performance at the community level, we observe a similar trend under these scenarios, and thus we omit the corresponding plots here.

### 6.3. Impact of content request pattern

In this section we report the performance results of the scenario in which we vary both the pattern of content requests and the traffic load. Specifically, we analyse a scenario with 16 consumers per community where each consumer asks for the same set of contents, that is, content requests are completely overlapped. The requested set consists of 80 different contents divided, as before, between their own community (40) and the two external ones (40).

Looking at the delivery rates shown in Fig. 14a, we note that they are significantly lower than those in the previously considered scenarios being in the range [0.4, 0.55]. However, MobCCN_AH continues to achieve the highest delivery performance with a delivery gain of 15% with respect to MobCCN_basic. As far as the e2e latencies (see Fig. 14b), they range in the [6 h–8 h] interval. MobCCN_A experiences again the highest delays for retrieving content, followed by MobCCN_AH and MobCCN_R2 with similar values, then MobCCN_R1 and finally MobCCN_basic. However, MobCCN_basic experiences also the lowest number of received contents. Fig. 14c, which shows the average path length, highlights once again the capability of MobCCN_AH to reduce it by more than 30% with respect to the other protocols. Finally, as a measure of the network traffic, in Fig. 14d we report the forwarding traffic component related to the Data packets sent, being the one that influences the most the amount of forwarding traffic sent. Excluding MobCCN_basic, whose lower traffic is mainly due to the lower delivery rate, also in this case MobCCN_AH achieves good performance reducing the number of Data packets sent with respect to the other protocols.

This scenario, which is in general advantageous for protocols that make use of in-networking caching (even temporarily), confirms the ability of MobCCN_AH to find the desired contents more precisely and with higher reliability than the others.

### 6.4. Retransmission performance

In this section we analyse more in detail the properties of the retransmission procedures implemented by MobCCN_A and MobCCN_AH, being the two MobCCN variants that maximize the delivery rate, thus guaranteeing the highest reliability performance. To this end, we introduce new metrics to assess the efficiency of the retransmissions process: namely retransmission per Interest (RPI) and retransmission per Data (RPD). We focus on a scenario with a varying number of consumers per social community, in the range from 4 to 16 consumers.
equally sharing the channel bandwidth among the nodes that are and that a perfect channel access scheme is used that allows bandwidth of the wireless channel is a fixed and constant value, such simplifying assumption. More precisely, we assume that the bandwidth of the wireless channel is a fixed and constant value, and that a perfect channel access scheme is used that allows equally sharing the channel bandwidth among the nodes that are in contact. In the following tests we set the size of each chunk equal to 2 MB, and we vary the channel bandwidth from 10 Mbps to 50 Mbps.

Looking at the delivery rates (see Fig. 16a), we observe that reducing the channel bandwidth results in an overall decrease of the delivery rate for all the protocols, as expected. Two main reasons can explain this result. First of all, the more the neighbours, the lower the available per-node communication bandwidth. Second, a contact may not be sufficient for transmitting all the available contents stored on the node, and a transmitter should wait for the next contact with the same node to complete the transmission. The behaviour of the delivery rate is similar for all the MobCCN variants, and the curves tend to converge to values in the range [0.45–0.55] with 10 Mbps bandwidth. MobCCN_AH still achieves the highest (but reduced) delivery rate, about 10% higher than the one of MobCCN-basic in the worst case with 10 Mbps bandwidth. Delivery rate degrades also for Ideal Epidemic, down to 0.49 in the 10 Mbps case, thus losing its advantage over the MobCCN variants. This behaviour is justified by the huge amount of sent traffic (around 775 GB as highlighted by Fig. 16b) that excessively consumes the available bandwidth. On the contrary, this effect is less marked with the MobCCN variants since the volume of sent traffic is significantly lower, being stable around 50 MB. As far as the e2e delays, instead of reporting their absolute values, we calculate the percentage increase with respect to the reference value of the infinite bandwidth, splitting them into the local and the external components. As shown in Fig. 17, the bandwidth constraint has a less noticeable impact on the delay performance for the MobCCN variants, and delay increases range from 25% to 80%. On the contrary, the bandwidth limitation has a more negative effect for Ideal Epidemic, as e2e delay increases almost 1800% with respect to the reference value in the 10 Mbps case.

Interestingly, the above results have shown that a bandwidth limitation have a small impact on the e2e delay. This implicitly suggests that the main reasons for the very high delays depend on mobility patterns, namely the very low frequency with which encounters happen and low network density. To confirm this intuition, we also investigate a more dynamic scenario where the inter-contact times between the nodes are considerably reduced. For this purpose, we have manipulated the mobility traces used in the previous tests by setting the inter-contact times to 10% of the initial ones. Then, in addition to modifying the content request patterns to be in line with the mobility trace obtained, we have performed a new sensitivity evaluation of the protocol parameters since the nodes meet more frequently and set them accordingly, i.e., \( \text{RetX}_{\text{threshold}} = 0 \), \( T_{\text{gen}} = 1800 \), and \( \text{Hyst} = 35\% \). As before, we evaluate the system performance under bandwidth constraint assumption. As far as the delivery rates, the results

6.5. Impact of bandwidth

The results shown so far are obtained by assuming the bandwidth of D2D links is infinite, namely all the chunks stored in the node can be transmitted instantaneously and without losses. In this section, we complete our performance analysis by removing such simplifying assumption. More precisely, we assume that the bandwidth of the wireless channel is a fixed and constant value, and that a perfect channel access scheme is used that allows equally sharing the channel bandwidth among the nodes that are
an ICN-based data-centric protocol that we proposed in [12,13] extended the reliability of the data retrieval process of MobCCN, networking protocols for IoT environments. To this end, we have retransmission approaches to improve the reliability of ICN-based techniques combined with the MobCCN_AH routing process to further reduce latencies in retrieving contents.

7. Conclusions

In this paper, we have investigated the efficiency of different retransmission approaches to improve the reliability of ICN-based networking protocols for IoT environments. To this end, we have extended the reliability of the data retrieval process of MobCCN, an ICN-based data-centric protocol that we proposed in [12,13] for a mixed IoT environment composed by static and mobile nodes that meet opportunistically and implement ICN functions. This study focused on the analysis of two different classes of retransmission mechanisms. The first class relies on the number of received Interests for the same content to activate the retransmission, while the second relies on the periodic retransmissions of pending Interests. Within each class we then have explored two variants. In the first class, we have considered a single-path approach and a multi-path approach. In the second class, we have studied a retransmission solution based on timeout expiration and one that combines it with a hysteresis mechanism.

Our extensive simulations show that a suitable retransmission strategy is able to improve the reliability of MobCCN while further reducing the network resource consumption. Specifically, the retransmission schemes that employ periodic retransmissions of pending Interests outperform the original MobCCN as well as the retransmission schemes based only on the number of received Interests. In particular, the solution that combines both periodic retransmissions and a hysteresis mechanism so as to delay a retransmission if the available next-hop forwarder provides only a marginal utility gain, called MobCCN_AH, achieves the best performance. Indeed, the combination of periodic retransmissions with a careful selection of the best forwarder on the basis of the utility difference among nodes, guarantees that transmissions/retransmissions take place only if needed, that is, if there exists an effective advantage in terms of utility to find the desired content.

In conclusion, the major advantages of MobCCN_AH are: (i) average delivery rates in the order of [85–95]% in case of infinite bandwidth, with a significant improvement of the number of contents retrieved from external communities (up to 60%), and average delivery rates of 70% with 50 Mbps bandwidth; (ii) a 50% reduction with respect to other MobCCN variants of the length of the network path that are traversed by Data packets, closely approaching the average path lengths that are observed with an Ideal Epidemic protocol; (iii) limited number of retransmissions issued per Interest generated and per Data received. The price to pay is the overhead due to the proactive routing traffic required to maintain updated FIBs, which, however, remains reasonably sized and never exceeds 50 MB. Furthermore, this traffic component becomes marginal as soon as the data traffic is more intensive. Another downside is a lower delivery rate performance in cases of channels with bandwidth lower than 25 Mbps. In order to guarantee higher delivery rates even when the channel is congested, and hence making MobCCN_AH more flexible and versatile to the various wireless transmission protocols, additional strategies are required. A possible solution is to study adaptive retransmission mechanisms that better follow the evolution of the network by changing for example the timeout parameter. As future works, we will investigate in-networking caching techniques combined with the MobCCN_AH routing process to further reduce latencies in retrieving contents.
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